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Aim 
   

Access to scholarly literature has arguably never been easier, given the ease of searching 
for academic publications through the internet. An increasing number of online platforms 
are now available for academics - and other users - to search the literature. However,  
platforms often utilise algorithms to manage how search query results are prioritised and 
presented to users, presenting results ranked by ill-defined criteria such as ‘relevance’. 
This introduces an opaque layer to how academics and the public engage with the 
literature, with potentially important implications for rigour and equity. To date, no studies 
have explored academics’ perceptions and assumptions of how processes such as the 
Google Scholar algorithm operate and influence their access to information; this study has 
sought to help address this gap.  
 
     

Background to the study 
  

The Internet has revolutionised access to information, and a range of online scholarly 
databases and academic social networking sites provide platforms to search for academic 
literature. However, an ever-increasing volume of information online brings challenges in 
searching effectively. Such challenges have been observed in other types of platforms, but 
have not been explored previously in the context of academic literature platforms. As the 
early World Wide Web grew, so did the challenge of being able to search it effectively 
(König & Rasch, 2014). Information retrieval has long been a core concern within 
Information Sciences, and a range of applications developed in the form of early Web 
search engines (Büttcher et al., 2016). Notably, Google emerged and dominated the 
market, through its innovative development and application of the PageRank algorithm. 
The algorithm extended beyond text matching and exploited the fact that the Web is a 
network, accounting for the features of how connected a page or website is as well as the 
content (Page et al., 1999). 
 
Algorithms are now embedded into many of the ways in which people access information 
and content online, including social media, which has led to folk theories among users 
about the role that algorithms play (DeVito et al., 2017). In this context, ‘the algorithm’ 
determines whether or not content is promoted within news feeds, with a potentially 
dramatic impact on how wide an audience the content reaches (Kim, 2017). Such 
algorithms are usually intended to aid the user, by providing a calculated way to present 
the most ‘relevant’ material from an unmanageably large number of search results – but 
can also obscure exactly why particular results have been prioritised. There is increasing 
recognition of the role that algorithms are playing in mediating users’ experiences online, 
and the hidden dangers that this brings. Depending on the sources used to construct or 
train the algorithm, there is a risk that it will amplify biases present in the data, and as such 
there is a growing call for transparency in the design and use of algorithms (Kossow et al., 
2021). 
 
While the role of algorithms in mediating access and visibility of content online is a much 
broader societal issue, it is also a potential risk for academic work. A view of these issues, 
from an academic perspective, were recently the focus of an article in the Times Higher 
Education (Matthews, 2021). Depending on the types of information used in the ranking 
algorithms, there is a risk that the way in which results are prioritised may exacerbate 
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existing biases within academic publishing (ibid.). If a ranking algorithm utilises data such 
as the number of  citations or favours journals with a high impact factor, for example, it will 
serve to amplify the inequalities present in scholarly publishing. A lack of transparency 
about how ranking algorithms work carries methodological risks for literature reviews, as it 
is not clear exactly why a particular article has been deemed to be of high relevance in 
search results. This absence of transparency could have negative impacts on the rigour of 
literature reviews and potentially risk creating ‘filter bubbles’ - that is, that different users 
receive a different view on a field, if personal data is used to ‘personalise’ search results 
(Pariser, 2011). However, the article also highlighted the lack of research on how 
academics use these platforms and navigate these risks in practice. The present study 
was designed to help address this gap. 
 
Google Scholar is the most prominent example of an online academic literature search 
platform which utilises ranking ‘by relevance’. It is extremely popular, and free to use. One 
of the creators of the platform credits ranking by ‘relevance’ as having been a key reason 
why the platform gained an edge in the market (Van Noorden, 2014). In conducting the 
literature review for this project1, we also looked for literature relating to relevance ranking 
in other platforms, but Google Scholar is the only example which has been addressed so 
far2. The publicly-available definition of how the ranking works is as follows: 

 

“Google Scholar aims to rank documents the way researchers 
do, weighing the full text of each document, where it was 
published, who it was written by, as well as how often and how 
recently it has been cited in other scholarly literature.” (Google 
Scholar, 2022). 

 
 

The definition supplements the content of articles with social information, which may 
introduce biases. For example, numbers of citations and reputation metrics for journals  
reflect biases in academic publishing (e.g. Czerniewicz, 2016; Larivière et al, 2013) - and 
combining such factors in determining search ranking may exacerbate this. 

Findings from previous studies provide further insights into the Google Scholar algorithm, 
and confirm that the definition of relevance combines both the content and social information 
about articles. Beel and Gipp reported the earliest studies to examine the factors affecting 
the Google Scholar ranking algorithm, through a series of articles published in 2009 and 
2010 (Beel et al., 2010). Citation counts were found to be the most influential factor affecting 
the ranking (Beel & Gipp 2009a; Beel & Gipp 2009c). Weighting differs according to where 
the search terms are found within the text, with greater weighting if a term is present in the 
title, compared to whether it is located within the full text (Beel & Gipp 2009a). The age of 
articles was not found to be significantly related to position in the ranking (Beel & Gipp 
2009b). More recently, Rovira et al. (2018) confirm that citation counts remain the most 
influential factor, and report a bias favouring articles written in English (Rovira et al., 2021). 
Rovira et al. (2019) expand their earlier work to apply a similar approach to Microsoft 

 
1 The full literature review bibliography has been published separately (Jordan & Tsai, 2023a). 
2 A notable exception was Fiorini et al. (2018), a full paper reporting the novel ‘Best Match’ algorithm 

implemented by Pubmed. 
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Academic (now discontinued), Web of Science and Scopus, alongside Google Scholar. This 
comparative analysis revealed that citations were also the key factor in Microsoft Academic, 
and did not influence ranking in Scopus, while citations appeared to be intermittently 
involved in Web of Science ranking (Rovira et al., 2019). Only one study has addressed 
whether there is any evidence of a risk of ‘filter bubbles’ - that is, different results being 
presented to different users through personalisation - being formed when using Google 
Scholar (Yu et al., 2017).  

 

Research questions 
 

This study was guided by the following research questions3:   

  

1. How prevalent is the use of ranking by ‘relevance’ in academic literature platforms, 
and how is relevance defined by the sites? 

2. What are academics’ assumptions about how algorithm-mediated literature 
searches (such as Google Scholar) work? 

3. Does the perceived quality of results vary by platform, and what are the practical 
implications of this?  

4. Is there any evidence to suggest that there is a risk of ‘filter bubbles’ being formed? 
 

  

 
3 Note that initially the project was based upon addressing three research questions (2, 3 and 4). Research 

question 1 was added at the start of the project; while Google Scholar was the starting point for the research 
enquiry, there was an initial question of whether other platforms should be included in the study too. No 
literature was found on this issue in relation to other platforms, so we needed to collect data first. 
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Methodology  
  

An explanatory mixed-methods research design was used, collecting both quantitative 
and qualitative data, and using qualitative data to provide insight into quantitative data 
(Creswell & Plano Clark, 2011). Data collection included: 
 

1. Information from platforms, about whether sorting ‘by relevance’ is used, and if so, 
how it is defined (quantitative and qualitative); 

2. Online survey of academics who use the platforms (quantitative and qualitative); 
3. Semi-structured co-interpretive interviews (qualitative).  

 

Analysis of definitions of ‘ranking by relevance’ 

To establish how prevalent the use of ranking ‘by relevance’ is, beyond Google Scholar,  
a sample of 14 of the largest academic bibliographic databases were examined (Table 1). 
For each platform, two types of information were recorded: first, whether or not ranking 
‘by relevance’ is used as a way of presenting search results; and second, whether a 
definition of ‘relevance’ was provided. If so, the text was recorded, and categorised 
according to the types of information used. 
 
Table 1: Online academic literature search platforms included in the sample. 

 
 

Survey  

The online survey was undertaken during June and July 2022, using Qualtrics4. 101 
participants fully completed the survey. While the survey did have an international reach, 
responses from the UK were over-represented, accounting for approximately half of the 
sample (53.3%). Google Scholar was the most popular platform, used to some extent by 
all the participants. 
 
The survey questions have been published online as a research instrument (Jordan & 
Tsai, 2023c). The online survey served three purposes. First, to generate background 
data on academics’ levels of use and search priorities when using online academic 
databases; second, to ask participants about their assumptions about ranking used by 
the platforms they use the most; and third, to recruit potential interview participants. 
Short-form text responses about participants’ assumptions about how ranking is defined 
on the platforms that they use most frequently were analysed through arranging into 
categories through an approach using elements of grounded theory (Charmaz, 2014). 
This provided a short definition of relevance from a wider pool of participants, which 
complemented by in-depth insights from the interviews.  

 
4 https://www.qualtrics.com/ 
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Interviews  

Interviews were held with a sub-sample of survey participants who had indicated that 
they would be willing to take part. Twelve interviews were carried out, between August 
and October 2022. It had been hoped that a larger sample would respond but 
nonetheless, this is a reasonable sample size for in-depth qualitative interviews (Baker & 
Edwards, 2012). 
 
The interview protocol takes a lead from a recent study undertaken in order to explore user 
assumptions about the algorithm behind content presentation on the TikTok social media 
platform, through qualitative interviews with users (Klug et al., 2021). The interviews were 
semi-structured (Wengraf, 2001), for a combination of consistency and also allowing for 
the discussions to be flexibly adapted according to the participants’ responses. 
 
All interviews were carried out online; video and audio of the interviews were recorded, 
and automatically transcribed. In the first part, screen-sharing was used. Participants were 
asked to carry out a search on a familiar specialist topic and talk through their perceived 
value or limitations of the particular results generated. In the second part, participants were 
also asked to carry out a pre-defined search, to explore whether results change for 
different individuals (to look for evidence of ‘filter bubbles’). The interview protocol has 
been published online (Jordan & Tsai, 2023b).  
 
The discussions around the first part were examined through thematic analysis, to identify 
themes in relation to the research questions. This was first undertaken by one of the 
researchers, and independently verified by the other. This process, in combination with 
triangulation with the open coded text responses from the online survey, served to ensure 
rigour in the qualitative analytical process (Miles & Huberman, 1994). The second part – 
regarding filter bubbles - was analysed using a novel approach, exporting the list of the 
first ten results from Google Scholar in order, and using colour-coding to visualise 
differences in the ranking across the sample. 
 

Ethical considerations  

At the start of the project, an application was made in accordance with the Faculty of 
Education ethical approval process. This involved completion of the Faculty ethics 
checklist (which is aligned with the British Educational Research Association’s ethical 
guidelines; BERA, 2018). The checklist and supporting documents (draft survey, interview 
protocol and consent form) were reviewed by a senior member of the Faculty. The 
submission was approved, and a copy lodged with the Faculty research office.  
 
Core ethical considerations for the project related to informed consent from participants, 
and secure handling and protection of identities in research data. The first page of the 
online survey provided information about the project, and purposes of the data collection 
and analysis. Participants were asked to indicate that they had read this information and 
consented to participate before proceeding to the questions. For interviews, consent forms 
were shared with potential participants and completed ahead of the sessions. At the start 
of each interview, verbal confirmation was sought to check that the participants were still 
happy to proceed on this basis. Once collected, research data were stored on secure 
online storage only accessible to the two researchers involved. The identities of 
participants were protected in the process of analysis and writing up of results.     
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Findings  

RQ1: Prevalence and definition of ranking ‘by relevance’ 

Of the 14 platforms examined, all were found to offer the option to sort by ‘relevance’ or 
‘best match’, and this was the default setting in all but two cases. However, the availability 
of definitions varied. Just over half of the platforms surveyed (8 of 14) provided information 
about how relevance was defined, and the amount of detail varied considerably.  
 
For the platforms which did provide a definition of relevance, the main types of information 
which featured in those definitions are mapped in Figure 1. Broadly, the sample comprises 
two groups: one of platforms which use models based on aspects of the text, and a 
second group which combine text features with other data, such as the publication, author, 
citations, or date. 
 

 

 Figure 1: Mapping of types of data used in definitions of ‘relevance’.  

 

RQ2: Assumptions about relevance 

RQ2 is the core issue we sought to address through the project, and was answered 
primarily through the survey and supported by the interview data.  
 
In the survey, 85 participants completed the section about benefits, constraints and how 
results are ranked on up to three platforms of their choice. In total, 63 unique platforms or 
other online sources were reported by at least one participant. However, the distribution of 
responses was steeply unequal and included a large proportion of specialist or institution-
specific platforms, and only nine had a frequency of five or more, with the most frequent 
platform by far being Google Scholar. Focusing on Google Scholar, from the first round of 
categorisation of responses to the question ‘Thinking about the last time you used 
[platform] for a literature search, how do you think the platform defines the order in which 
search results are ranked?’, it was clear that a wider range of assumptions were held by 
the participants. A first round of coding yielded 15 unique codes (excluding responses 
which were off topic, or responses which simply noted that they choose a different ranking 
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- e.g. by date), codes were combined into nine similar categories, and grouped according 
to four more general themes (Figure 2). 

 

Figure 2: Frequency of coding in the responses to how Google Scholar ranks search results. Note that in 

some instances, one response may have been included in more than one category (most often the 

categories marked with an asterisk). Bars are colour-coded to denote the four themes: dark grey, not 

defined; blue, citations and/or keywords; light grey, personal information; and black, publication information. 

Each of the four main themes will now be discussed in turn, including discussion of the 
categories which contributed to each theme. Three illustrative examples from the text 
responses will be shown for each category as appropriate.  

Not defined 

The first theme - ‘not defined’, shown in grey in Figure 2 - was the single most frequent 
theme, with 20 unique responses contributing to it (36%). Three of the twelve interview 
participants also related to this theme in their discussion about Google Scholar. This 
theme can be simply defined as instances where the participants reported not knowing 
how the ranking functions, although it comprised two slightly different reasons why. It 
included responses where either participants stated that they do not know (‘not known’), or 
that they acknowledged that it is ranked by relevance or even explicitly that it is an 
algorithm (which itself is not known; ‘algorithm magic’ as one participant put it). 

 

“I think this is a question we would [all] like answered. It's a total black box.” 

 
“Algorithm magic.” 
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“Searches in Google Scholar [are] totally influenced by algorithms.” 

 

Citations and/or keywords 

The second theme reflects that there were two factors which were identified with particular 
frequency in the text responses: keyword matching and the number of citations, or a 
combination of the two. 29 participants’ responses contributed to this theme, and 
accounted for the largest proportion of responses. This was also the theme which was 
discussed most frequently in relation to Google Scholar during the interviews.  
 
Even in terms of keyword matching, there is variation in terms of the specific text this 
applies to. The importance of citations in this theme aligns with previous studies which 
have identified citations as the most important single factor for ranking in Google Scholar 
(Rovira et al., 2018). 

 

“By how the words that you are looking for appear in the title [of] the article, 

book or chapter. Secondly, by how those words appear in the content of those 

articles, books or chapters.” 

“I think by default the most cited/influential papers come out first.” 

“appearance of search terms in title/abstract; number of citations” 

Personal information 

The third and fourth themes occurred less frequently, and were often mentioned in 
conjunction with keywords and/or citations. The theme of personal information was 
mentioned in five of the survey responses, so about 10% of cases, and one of the 
interviewees. The use of personal information is something which isn’t explicitly included in 
the definition provided by Google, but there is a distinct perception that it may be playing a 
role. Examples of personal information included previous search history, location of the 
user, and whether or not they are signed in to Google Scholar at the time. 

 

“I think results are determined by my other google searches.” 

“I've often wondered that. I think its searches give different results depending 

on whether I'm logged in. I've got a curated Google Scholar profile and I think 

it uses that to help filter when I'm signed in.” 

“Based on popularity I guess. May also be affected by my use of VPN and 

which location I have given.” 
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Publication information 

The final theme - publication information - was also often used in conjunction with search 
terms and citations. This theme was the least frequently used, with only nine survey 
responses and three interviewees discussing it, but it is distinct from the more general 
theme of citations and search terms. The theme includes publication metadata such as 
date published, the type of publication the article is, or how frequently the article has been 
accessed. Interestingly, particular journals or their metrics such as impact factors did not 
come up. There were some contradictory beliefs surfaced; for examples, there are 
contrasting examples here about Google Books:  

 

“Possibly based on how often the articles are accessed.” 

“Seems to favour citations, would seem to rely on metadata more than 

abstracts, favours Google Books” 

“It almost never puts a Google Book at the top of the search ranking, although 

that's often what I'm looking for.” 

 
 

RQ3: Variation by platform and implications 

 
While the first two research questions focused on how relevance is defined, RQ3 focuses 
on what this means in practice. This question was addressed through the interview data 
and discussion of ‘live’ search results. The findings here focus on Google Scholar as it 
was the only platform consistently used by the interview participants. The discussions 
yielded rich and valuable insights from the participants’ perspectives. While it is not 
possible to represent this level of detail fully here, we focus on the themes which were 
common across the body of interviews, and draw upon examples in the participants’ own 
words to illustrate the issues. 
 
A core theme common throughout the interviews was the tension between highly ranked 
results being too broad or reflecting established viewpoints, while they would be more 
interested in seeking new or cutting-edge perspectives on their specialist research topics. 
The ranking was generally perceived to provide a good starting point for someone new to 
a topic. However, it is often perceived to favour broader, foundational information and 
tends not to reflect recent or contested advances and current debates. Given the 
importance of citation counts in the Google Scholar ranking, newly-published articles will 
initially be at a disadvantage.  
 

“They're the ones you might [find] classically. Like on some reading list, [...] It's a pretty secure list of 
articles there from recognisable journals with one exception, slightly dated. There's only I think one 
within the last 10 years. [...] It's giving a good background, but if a student was writing an essay for 
me, based on these alone, I would write in the comments. You need something a bit more current.” - 
Participant I 

 
However, relevance can still be perceived to be quite variable despite high ranking. The 
weighting toward citation counts may also skew interdisciplinary queries towards different 
fields’ views on the topic, which may be related to documented differences in the 
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frequency of citations in different fields (Crespo et al., 2012). High relevance ranking may 
not be perceived to align with academics’ views of quality or rigour. 
 

“It doesn't tell you what the quality of the work is [...] sometimes it tells you how many people cite it. 
[...] My background is in Social Sciences and Humanities, but somehow I feel like, if somebody is, 
say, we're doing interdisciplinary work and if somebody from the Sciences or Engineering 
backgrounds and published on a similar topic, and I think the articles tend to be ranked higher” - 
Participant B 

 
“I can see that the ranking is OK, but you have to look at the results carefully. [...] One of the 
disadvantages is getting too many results which are not related to the topic. I can't see a clear 
relevance in the listing of results.” - Participant K 

 
The inclusion of a wider range of sources - such as grey literature - is both an advantage 
and a limitation. The lack of flexibility in terms of filtering or organising search results 
makes it more difficult to customise results and control for factors in relation to perceived 
quality. While the reasons why an individual may be cautious about using Google Scholar 
may vary, the use of multiple platforms was commonplace in order to compensate for the 
limitations or opacity of any one platform.  
 

“One of the things that always makes me a little bit wary, when I'm using Google Scholar [...] I don't 
know how Google decides which results to surface here in which not so that's one of the things that 
as I say, makes me a bit cautious, when I'm using Google Scholar and why it's never the only source 
that I would use. [...] Because it's finding things from kind of open access sources, it's finding maybe 
things from university print sites or you know people's PhD theses or other kind of grey literature 
sources as well. If I'm just looking for the kind of peer-reviewed public published literature on the 
topic, then Google Scholar probably isn't best for that. […] I make up for the little limitations by using 
other platforms as well. So I don't use Google Scholar in isolation, you know, it would never be the 
only source I would use.” - Participant E 
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RQ4: Filter bubbles 

We addressed RQ4 through the interviews, by asking all of the participants to run the 
same search query and observing whether there were any noticeable differences in the 
order in which search results were presented. Given that Google Scholar was the only 
platform which was consistently used as an example by interview participants and one of 
the most opaque in terms of how results are ranked by ‘relevance’ (RQ1), it is a useful 
example to focus upon. 
 
The ranking of the first ten articles (the first page of results) in response to a search for the 
term “climate change”, are shown in Figure 3. Each column represents one interviewee, 
and arranged in chronological order according to interview date. Overall, the visualisation 
of data in Figure 3 is inconclusive in terms of providing evidence of filter bubbles. 
However, the data do demonstrate variation in results, and clearly show changes over 
time. 
 

 
Figure 3: Ranking of first page results in response to a search for the term “climate change” in Google 
Scholar. 
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Conclusions and recommendations  
 
Ranking by relevance is now widespread. Although Google Scholar is arguably the best 
known example and was the starting point for the inquiry, it is not unique to Google 
Scholar and all platforms surveyed used some kind of ranking ‘by relevance’. For the 
majority of platforms (all but two), sorting ‘by relevance’ was the default setting for the 
presentation of search results.   
 
However, definitions of relevance are not always provided, and depending on the types of 
information included, may carry a risk of bias. Although use of Google Scholar is now 
ubiquitous, a range of assumptions are held about how it works and many academics view 
the ranking as a black box. It is notable too that while the opaque nature of the algorithm 
was acknowledged by many users in relation to Google Scholar, this did reflect an 
awareness that an algorithm is being used in this case. ‘Algorithm magic’ was not 
mentioned in relation to other platforms, although ranking ‘by relevance’ is no longer 
limited to Google Scholar. 
 
Although awareness of the technical risks of relevance ranking varied, in practice, many 
participants exercise caution in relation to relying on online platforms. Multi-platform use is 
a frequently adopted strategy in order to compensate for the questionable reliability of any 
one platform. This may include the use of other online sources such as social networking 
sites, as a way to look for cutting-edge work which is yet to be registered in databases.  
 
Recommendations for Higher Education institutions and academics:  
 
There is a need for raising awareness among academics and research students about the 
extent and risks of using ‘ranking by relevance’ when carrying out literature searches 
online. There is a particular methodological risk to systematic reviews or other forms of 
literature-focused research, of introducing bias or gaining an inaccurate view of a field if 
relying on resources deemed to be the ‘most relevant’ and not screening all eligible 
results. This issue is also more prominent at the moment, due to renewed recent interest 
in rapid reviews as a research approach (Wollscheid & Tripney, 2021) – which could be 
particularly vulnerable, due to the shortened timelines involved.  
 
Staff development activities would be appropriate for research students and staff at all 
levels, as the use of relevance ranking is relatively new. The risks of bias should be 
highlighted, and practical tips shared such as equitable citation practices (e.g. Dworkin et 
al., 2020). Support may also benefit from being designed to account for different 
disciplinary perspectives, as the sources and online networked communities playing a role 
in multi-platform use may vary. 
 
Recommendations for platforms and technical development:  
 
Greater transparency on the part of platforms would be highly recommended. Brief 
definitions should be provided as a minimum, and this information should be readily 
available (e.g. as a link for further information, next to the option to sort by relevance). 
Platforms should critically consider whether the factors used in their relevance ranking risk 
compounding biases in academic publishing. There would also be scope for a radical 
rethinking of ranking algorithms, to potentially actively compensate for the biases in 
citation practices.  
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